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1. INTRODUCTION

LET Z,, ..., Zy where Z;= (X, Y)be N independent observations
from a bivariate distribution. We assume that the random variable
X takes only two values 1 and 0 with P(X=1)=p and P(X=0)
=1—p=gq. Let the conditional distribution of Y given X=j
(j=0,1) be P(Y<y|X=j)=F;(y). The problem considered is
that of testing the hypothesis H:F; = F, against the alternative
A: F,=# F,. ‘

We divide the observations Zj, ..., Zy into two groups according
as the observed value of X is 1 or 0. Let Uy, ..., U,(n > 0) and
Vi .+ Vi denote those values of Y for which the corresponding
X is observed to be 1 and 0 respectively. Since for given n, Uy, ..., U,
and Vi, ..., Vg are independent, the problem of testing the hypothesis
H is equivalent to testing the hypothesis that the two independent
samples come from the same population. However, the problem
differs from the usual two-sample problem in that the number of
observations in each of the two samples is a random variable.

In what follows, we assume that F; and F, are absolutely conti-
nuous having density functions f; and f, respectively. We further
assume that F; and F, have the same functional form except that they
differ either in the location or the scale parameter.

Several two-sample non-parametric tests have been proposed for
testing differences in location, especially those by Wilcoxon,'* Mood,®
Wald and Walfowitz!! and Lehmann® More recently, some non-
parametric tests have been proposed for testing differences in dis-
persion by Mood,’ Sukhatme'® and Kamat.* The purpose of this
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*This reseatch was petformed while the author was a graduate student at
Michigan State University, East Lansing, Michigan, and was sponsored in part by
the Office of Ordnance Research. ' ' ' '
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paper is to study some of these tests with reference to the problem .

considered above.

In Sections 2 and 3, we consider the median test and Wilcoxon
test for testing differences in location. Sections 4 and 5 are devoted
to Mood’s rank test and the run test for testing differences in dispersion.
For convenience of exposition, the cases when p is known or unknown
are treated separately. In the former case both exact and asymptotic
properties are investigated. In the latter case, the various test statistics
are modified by replacing p by its usual estimator p and we investigate
whether the tests based on the modified test statistics are asymptotically
distribution-free.

2. Two-SAMPLE MEDIAN TEST

We assume that the sample size is odd, say N=2k + 1. Letw
denote the sample median of Y observations and let m be the number
of ‘U’s which are less than W. The hypothesis H: F, = F, is rejected
if m is either too large or too small. First, consider the case when the
distribution of X is known, i.e., when p is known.

2.1 Joint and Marginal Distributions of m and W

Henceforth f(.) denotes the probability density function of the
random variable written in the parentheses. We first prove the
following lemma which gives the joint distribution of m and W.

Lemma 2.1.1.—The joint distribution of m and W is

SO = e et [P (I P G

X [1 — pFy (%) — qFo W [ /i 0) + afo (W],
2.1.1)
for m=20,1,...,k — oo <<+ oo,

Proof—Observing that » is binomial random variable b (N, p),
we have

f (@, m, %) = f(m, 5 | ) f (). @1y
Fiom Mood (%) '
f(m,,;;ln)
1

n! - N
z{mw [Fy (W)] 1—F (w)] j

: — ! FO D) i 1 SNTRmt L "" ’
X{(k __(J,\;)! (’1]c)_+_[ m(—‘:—)]l =) [1~Fo () () }
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o F P = £ )

m!(n—

e G- R )

(2.1.3)
Using (2.1.3) in (2.1.2) and summing (2.1.2) over all admissible values
of n, we obtain f(m, ) as given by (2.1.1).
Under the hypothesis H: F, = F,, (2.1.1) reduces to

S 3) = s P E GIFLL ~ F P ()

2.1.4) -
for m, 0,1,...,k; —oo<w< + oo :

Integrating (2.1.4) over the domain 0-<< F (i) < 1 it is seen that
m is a binomial random _variable b (k,p). Also it is seen that the
marginal distribution of W is

S = g PGP L — FGIE £ — 0 < <o,

2.2 Asymptotic Distribution of m

Let ¢ denote the median of Y] i.e., ¢ is the root (assumed unique)
of the equation

PFy(§) + qFy (&) = 1. 2.2.1)
Theorem 2.2.1.—Let |

_m—=NpF, (O] oo
00 S

where ¢ satisfies (2.2.1). Assume that in some neighbourhood of £,
the density function f;(x) (i = 0, 1) has a continuous ‘derivative. Then
the asymptotic joint distribution of (v, ) is bivariate normal distribution
with zero mean vector and covariance matrix 5 = (o) given by

N a £ (6) Fy (&) + of20) FiD)]
w=ot ) =ab O+ = O, B BF

. 1
T4 [Pf1 é + qfo (5)]2 ’

= a*(n)

0'22
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2.3. Consistency of the Test

Consider a two-sided test of the hypothesis H: F, = F, against
the alternative A: Fys= F, for which the critical region is given by

(m —kp)
(epg)*

The sequence ty, o is chosen so that

‘> Iy, o

lim tN. a — ta
N->oco

here t, satisfies 1 — @ (¢,) = «/2 and @ (¢) is the standardized normal
distribution function. Then the power of the test is given by

m — kp

Gpg)* >IN a ‘ Fi# Fo}

{

_ _P{__ tvoa ., kp(1—2F (&)
2(F(OF (&) 2(kpg FL () Fo (H)

m — kp F; (§)

2 (kpq Fi(9) Fo(9)}
< __Mb__ _kP(1~2F1)(§1) }
2 (F(&) Fo ()t 2 (kpg FL (§) Fo (O)4S

If F, (§)% 1/2, the power tends to 1 as N tends to infinity. Hence the
test is -consistent.

For alternatives F, > F,, (F; <F,) we prove in a éimilar
manner that the test is consistent if Fy (§) > 1/2, (Fi(¢) < 1/2).

2.4. Asymptotic Efficiency of the Test

Let F;(p) = Fo(y — 8), thén H: F, = F is equivalent to H: 6=0.
For alternatives 6 > 0, we evaluate the relative asymptotic efficiency
of the median test with respect to the corresponding parametric test
when F; and F, are normal distributions with means x, and u, res-
pectively and a common variance o% Fy(y) = F, () if and only if
p1 = po which is equivalent to p = p (X, Y)=0, where p is the cor-
relation coefficient between X and ¥, Tate.? Let A = (u; — po)/o.
Then we are testing the hypothesis A = 0 against A > 0. The test is
based on the sample correlation coefficient r, between X and Y. Tatel2
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proved that r is asymptotically normally distributed with mean and
variance given by

7.1:
A (I‘) = A (1+11)JZA2 s 0A2 (’)=

4 (I+pq A>— A2 (6pg—1)
4N (1 + pg A3
(2.4.1)

The critical region for this test is given by rNY > 'y »s, where {t'y o}
is such that lim ¢’y o =¢, and @ (t,) = 1 — a. Since r is asymptotically

N->>0
normally distributed the asymptotic power of the test is obtained as

- ’
tN’,u.

Jim fy(A)= lim Pir> VN'}

- e — A (D) VN
—1— «p( lim ‘e VN,
vow  oa (D VN )

. Now for a sequence of alternatives {Ay} where Ay = 8/N'%, 8 > 0.

. 1
o (WN" o A (F)]) =1
and .

Iim [‘M] = i .
N'sco Lopp (r) Vg

Therefore

lim B (Aw) — & (— ty + 8'/pg). 2.4.2)
te>00

Now for the median test under consideration the critical region for
testing H: 6 = 0, against the alternative 6 > 0 is given by

(m — kp)
<t
(kpq)? @
where
lim ty, o = — tq With @ (— ) = a.
N-»oco

The asymptotic power of the test is
. ; . — tn,a (kpg)t — [NpF, (§) — kP])
o) =& (1 : ,
Nl-l->nolo Bu (6) Nl—I)noo oa(m)
For a sequence of alternatives {6y} with 6y = 8/N%, 8> 0,
3 :
lim [———("1’4) ] — 1

N-Yoo UﬂN (m)
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Also since ¢ satisfies

& pfiE—0)
B~ e — 0T afe®

PEy(§ — 0) + qF, (§) = 1,

Hence for the sequence {6y}

NpF, (f — %) — kp
lim

N->00 og,, (m)

= 3£y (&) 2pg)t

which yields

IJLH;.BN (0) = & (— ta + 3£, () 2pg)Y). _ (2.4.3)
The two sequences {An-} and {8} will be the same if N'/N = §'2/82.
From (2.4.2) and (2.4.3) it is seen that

lim By (6y) = lim B'w (Ay)

N-»Do N/=>o0
only if 8'/6 =4/2f,(£). Hence the required efficiency is given by
e (M> r) = 1/77 .

2.5 Case when p is Unknown

The theory developed so far is not applicable when p is unknown.
In this case we consider the test based on the statistic (m — kp)/(kpi)*
where p is the usual estimator-p = n/N. We now show that the test
based on this statistic is asymptotically distribution-free.

Theorem 2.5.1.—Under the hypothesis H: F, = F,, the statistic
(m — kp)/(kpg)* is asymptotically normally distributed with mean zero
and variance 3.

Proof —Since plim p= p, by an applicétion of Slutsky’s theorem,!
plim (pg/pq) = 1. Hence the limiting distribution of (m — kp)/(kpj)t
is the same as that of (m — kp)/(kpg)*.

Write

m—kp _m—kp k(p—p

(kpg)* (kpq)? (kpg)?
The asymptotic joint distribution of (T3, T;) is bivariate normal # (0, Z)
with 2 = (o;;) where o1;=1, 0y, = 04 = 05y = 1/2. Hence the required
result follows. -

= TI—T2.
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3. Two-SAMPLE WILCOXON TEST

As before, let Z;=(X;, ¥3), i=1,2,3,..., N, be independent
observations from a bivariate population, where X assumes only two
values, 1 and 0 with probabilities p and ¢ = 1 — p respectively. The
test statistic may then be defined as

_ 1 =
Uy = m Z H(Z,Z)

isg{=1

]., le-,, = 1, XJ- = O, and Y,' < Y_,',

Z:.,2) =
H(Zs, Z,) {0, otherwise.

If Uy, ..., Uy denote those Y observations for which the corresponding
values of . X are observed to be 1, and V3, ..., Py, the remaining ¥
observations, then N (N — 1) Uy is the total number of pairs (Ui, 7))
such that U; < ¥;. The hypothesis H: F; =F, is rejected if Uy is
either too large or too small. '

3.1 Mean and Variance of Uy
Ev(UN)=EPH(ZisZi)zquFl(y)dFo(y) 3.1.1
To compute the variance of Uy, write Uy as
1 " N—n n
UN:WT) ZZ 6 (Us, V), (3.1.2)
=1 i=1
where
1, if u <v;
0, otherwise.

pwn=1

Squaring (3.1.2), and taking expected values, we obtain the conditional
moment:

N2(N — 12 E, (U2 | n) =n(N — n)[ Fy (y) dFy ()
+nn—1)(N—n) [ F?*()dF(y)
+aN—nWN—n—D[[1 —F,M2dF, (y)
+n@m— )N —n W —n—=1D[FQ)dFy)%

(3.1.3)
Write NO =N® — 1)...(N—r+1). Since n has a binomial dis-
tribution & (N, p)
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En (V= n)®] = prg?Ne, (.14

We obtain after using (3.1.3) and (3.1.4)
0,2 (Uy) = N(N_i) [[ F\(y) dFy )+ — 2)PIF12(y)dTo()’)

+ (N =2 q[{l —F, ()} dF,(y)
—2pq QN = 3){[ F,(») dFy (»)}?.  (3.1.5)
In particular, under A (3.1.1) and (3.1.5) reduce to

E, Uy | H) =21, - (3:1.6)

U,,Z(Uan)':N(]gq_ 1)[2N;1 - (ZNZ_ 3)])(]] . (3.1.7)

3.2 Distribution of Uy

Define

T y= N (N—1) Uy={number of pairs (Z;, Z;) such that X,=1,
Xj=0 and Y,;< Y;}

Ty takes values 0,1, ..., &, where k = maxn (N — n) =[N?/4] where

[x] denotes the Jargest integer <Cx. Let T,,, n-n denote the value of
Ty when n is fixed. Clearly T, y-, takes values 0, 1, ..., n (N — n),

and
N

P {Ty=1t}= Z (]Z)P"‘IN—" PAT,, yw =1} (3.2.1

n=0

Mann and Whitney® have shown that P{T, .. =t} satisfies the
recurrence relation

PAT,, yw=1} —‘P{Tn—1, N-w= f}+“ PAT,, gy =1t—n}.
(3.2.2)
Using this in (3.2.1) we get
P{Ty=1}=pP{Ty,=1}

+a Z( )PP T = £ = .

(3.2.3)
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(3 2.3) is a recurrence relation for P {Ty = 4}, from which we can
find the distribution of T under the hypothesis H for all N It 1s easy
to prove by induction from (3.2.3) that, '

P{Ty=0}= 2 pN-q’, for all N

The probability distribution of T w Obtained by using (3.2.3) is given

below for N =2, 3, 4, 5.

t

P{Ty=1}

N =

PP+ pq+ ¥
rq
0

W= O

P+ +pg*+ g
p*q + pq?

- p*q + pg?

0

L= S PUR S B

p* +p%q + ¢ +paP+qt
p’q + p*q* + pg?

P*q + 2p°q* + pq®

p%q + p*q® +Pq

p*q®

e e mmaty

A B W= O

P’ +p'q + p’q* + p*¢® + pgt 4 ¢
p'q + p°q® -+ p*q® + pgt

p'q + 2p%¢* + 2p%q® + pg?

p'q + 2p°¢* + 2p%° + pg*

p'q + 2p°¢* + 2p°¢® + pg*

p3q2 +p2q3

p3q2 +p2q3

3.3 _A;vymptotic Distribution and Consistency of the Test

Clearly Uy is a U-statistic in the sense defined by Hoeflding.?
Hence [Uy — E, (Uy)]/o, (Uy) is asymptotically n (0, 1), both under
the hypothesis H as well as under the alternative.
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; ~ Consider the two-sided test of the hypothesis H: F; = 1=F, agamst
42 Fy# Fo, with critical region | [Uy — - E, (U)o, (U w1 | >ty The

sequence #y,q, is chosen so that lim ¢y, a—ta, where #, satisfies | — @ (t,)
N->oo

= a/2. The power of the test is given by
P { UN - ?P(UN)
GP(UN)

=1~P{ ty o <

> tn, Fﬁé‘Fo}

Uy — E, (Uy)
o, (Uy)
Proceeding as in Section 2.3, if [F. a’F0 (»)# 1, the power tends to 1,

as N — oo, and hence the test is consistent. In a s11n1}ar manner it can
be verified that the test is consistent when Fy > F, or F, < F,.

<tv,a[F;éFo}.

3},.4 Asymptotic Efficiency of the Test

- We now find the asymptotic efficiency of the test based on .U,
with respect to the parametric- test based on the sample correlation
coefficient between X and Y, described in Section 2.4. We have seen
in Section 3.3 that Uy is asymptotically normally distributed both
under H and the alternative. . Proceeding as in Section 2.4 it can be
proved that the required relative asymptotic efficiency is given by

7 3SR 3
e(Ugr) = 1—3pq T dg (1—3pg)°

The asymptotlc efficiency e (Uy, r) is a maximum, namely, 3/ when
pq = % and is a minimum namely, 3/471- when pg = 0.

3.5 Case When_ p is Unknown

We now estimate p by its usual estimate p = #/N and consider the
test based on the statistic [Uy — E;(Uy)]/os Uy, where E;(Uy) and
o3(Uy) are obtained by replacmg p and g by p and § respectively, in
(3.1.6) and (3.1.7). It is interesting to note that this test is not
asymptotlcally distribution-free, in that it depends on the dlstrlbutlon
of X.

Theorem 3.5.1.—Under the hypothesis H: F, = F,, the limiting
distribution of the statistic [Uy — E;(Uy)l/o; (Uy), is normal w1th'
mean zero and variance {1 — [(3) (1 — 2p)?]/(1 — 3pq)}.

Proof—Because plim p = p, by an application of Slutsky s theorem ,
plim (pg/pq)t = 1, which implies that plim o3 (Uy) = 0,(Uy). Hénce
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by a_theorém_of (1, p. 254), it follows that the aszmptotic distribution
of [Oy—Ez (Upljo; (Uy) is the same as that of [Uy—Ez (T)o(Uy)-
Write

Uy — Ef(UIQ _ Uy — E, (Uy) _E; (Uy) — E, (Uy)

—C’p (UN) 9 (UN) Op (UN)
Since
pg—pg=p—p) 1 —2p) — (P —p)%
we have
Uy—E;(Uy) _ U= 5, (U) _ @0 —p) (L —2p)
Up (UN) Op (UN) 20p (UN)
® —p)®
20, (UN) ’

where o, (Oy) is given by (3.1.7). As NY(p — p)/(pg)} is bounded in
probability and plim |[p —p | =0 the third term in (3.5.1) tends in
probability to zero. By Hoeffding’s theorem (2, Theorem 7.2) the

-asymptotic joint distribution of the first two terms in (3.5.1) is bi-

variate normal 7 (0,2) where Z = (oy;) with

3( —2p)t
011=1:°12=021=022=||::4—Eﬁ;‘“)%-‘

This proves the result.
4. RANK TEST FOR DISPERSION

Now we consider a rank test for dispersion for the problem under
consideration which is stated in.Section 1. In this section we use the
notation employed in the previous sections. For testing the
hypothesis H: F; = F, against the alternative that F; and F, differ
only in the scale parameter, we consider the test based on the statistic

= (=)

where r; denotes the rank of i-th ordered U observation in the combined
sample of U’s and V’s. H is rejected if W is either too large or too

small. _
4.1 Mean and Variance of W

First we find the mean and variance of W under the hypothesis
H:F,=F, It has been proved by Mood,” that the conditional
moments of W for fixed n are,
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| Ep(Wln)=’}_(]_VliZ:_Q,
o2 (W) = n{N—n (1\1[8-}(; 1) (N2 _ 4)

Using (3.1.4) we obtain
Np (N*— 1

E,(W)= 3 ; @4.1.1)
ot (W) = PNV _2‘}())(3]\72 =7, 4.1.2)

Let

My = [TF, O) [ ()Y dF; 0).
To obtain E (W) under the alternative note that

n n ) .
W=Z rﬁ—(N-i—l)Z:r,—{—’—l—(—N—::—l)— @413
i=1" i=1

and use the following results from (10),

E é,‘lmln)=n(N—n)Mm+n(L;—i),

E{ 2 rd n) =3n (N — n) Myy+n (N — n)'® Myy+2n'0 M,
i=1
+in@m+D@n1).
After usmg (3.1.4) to obtain E,{ X r) and E,,(Z'} r.iz), E, (W)is found
i=1 :

out to be
E, (W)= NN — 1)+ 2 pN (N — 1) (V = 2)

[12pg My, + 6q% My, — 6q M,y + 2p* — 3pl.
_ _ 4.1.4)
4.2 Asymptotic Distribution of W
Define three functions H, K and L as

H@.2) - {

0, otherwise.

1, lei—O X——-O Xk——land Y‘<Yk,
K(Z,Z,Z,)= Y, < 1y

0, otherwise,
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. Lif X;,=0, X;=1, Xz=1 and Y < Yy,
L(Z,,2,Z;) = Y, < Y3 - and
0, otherwise.

Using (4.1.3) 1t is seen that W can be expressed in terms of H, K and L
as -

FWs = — ]L]\;V;—l) [Uy® — Ty _ 207 .(3)] :
]2N3 (2n. (n + 1) + 3” (N‘l" 1)2 —6 (N+ 1) n (a+41)]

o 4.2.1)
where Uy, Ugy'®, Ugy'® are U-statistics deﬁned by o

UN(I) N(N 1) Z H(le 1),

1#‘ 1 L
) o - R o .
T (2) — s 7
. . LighjEk=1 o c
. : . . . N : .
T8 - : : A AN
j;ék—‘i 1

Theoz em 4. 2 l.—Let T = W/N3 The asymptotlc dlstrlbutlon of
[T — E, (D)}/o, (T) is n(0,1) both under the hypothesis as well as
the alternatlve ’

: Proof @bserve that the second term of (4.2. 1) converges in

* probability to p (4p® — 6p + 3)/12 By Hoeffding’s theorem (2, Theorem

7.2) it follows that the asymptotic joint distribution of Uy, Ug‘®,

U y® is trivariate normal. The required theorem follows by an applica-
tion of a theorem of (1, p. 254).]

4.3 Case When p is Unknown

Here. we estimate p by p = n/N and consider the test based on
[T-— E; (T)]/es (T), where E; (T) and o5 (T) are obtained from (4.1.1)
and (4.1.2) by replacing p by p and ¢ by . It is interesting to note
that this test is .asymptotically distribution-free. _

Theorem 4.3.1.—Under the hypothesis H: F; = F,, the limiting
distribution of [T — Es (I)]jos (T) is n(0;4/9).

Proof—Since plim p = p, the limiting distribution of [T -~ E; (T)]
o5 (T) is the same as that of [T — &z (T)}fo, (T), Also '
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T— B (1) _ T E(T) _ B:(T) — B(T) _
GP(T) Uﬂ(T) ﬂ(T)

@.3.1)

Note that after using the expressions for E;(T), E, (T) and o, (T), b
in (4.3.1) can be written as

,_[)x]e-»

or (D) te=bite

wheie ¢ converges in probability to zero. Note that a and b, are Jomtly
asymptotically normally distributed with mean vector zero and co-
variance matrix X = (o) with oy =1, 01 = 03y = 05, = 5/9. Hence
the theorem follows. :

5. Two-SAMPLE RUN TEST

For testing the hyp'othesis H: F, = F,, combine the two samples of

U’s and V’s dnd’ arrange them in the order of magnitude. Here we

consider the test based on d, the total number of runs of U’s and ¥s.

‘The hypothesis H is rejected if d is too small. Mood? has given the

exact sampling distribution of d under the hypothesis H when p is known
and further proved that under the hypothesis H, the asymptotic dis-
tribution of [d — 2Npql/[2 (Npg {1 — 3pg})?] is n(0,1). These results

are obtained by other authors,. see, for example, Wishart and
Hirshfeld,"-Iyer.® S _

Here we consider the case when p is unknown. Consider the test
based on [d — 2NPGY[2 (Npg {1 — 3pg}) ¥] where p = n/N. Tt is proved
in the following theorem, that the test is not asymptotically distribution-
free in that the Ilmltmg dlstrlbutlon of "the statistic depends on p

' Them em 5.1

Under. the hypothesis H: F; = F, the asymptotic distribution of
(d — 2Npj/[2 {(Npg (1 — 3pg)}] is normal w1th mean zero and variance

1= (1 —2p)%(1 — 3pg). : :

‘Proof—As in Theorem 3.5.1 the symptotic distribution of

»(d—?-Nf)é)/[2 (Npg} {1 —3p§})*] is the same as that of (d — - 2Npg)|

[2 (Npg {1 —3pg})].  Since pq —pg.=(p -—1)) (1— ?-p) (? = p),

we can write

d—2Npg =' d— 2Npq _ Np—p) (1—2p)
2 [Npq (1 —3pp)F 2 [Npg (1 — 3pg)lt [pg (1 — 3pg)lE
C NP —p)? -
T lpg @ = 3y e
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It can be shown that asymptotic joint distribution of the first two
terms in the R.H.S. of (5.1) is n (0, ) with

2= (0;;),011=1,01, =03 =09 = (1 — 2p)[(1—3pq).

Also noting that the 3rd term in the R.H.S. of (5.1) converges in prob-
ability to zero, the required theorem follows.
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